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Abstract: Models of commercial systems reflect either the statical structure or the
dynamic behavior of a system. The dynamic aspects are the business processes and
their models.

Whereas the static relations in a system may be expressed by Boolean logic, the dy-
namic activities and their temporal sequences ask for a better formalism, e.g. temporal
logic. Temporal logic is based on Boolean logic extended by operators expressing the
temporal order of states. In general there are different technologies to verify temporal
sequences. Our choice is the model checking concept.

In the paper we present examples of business process models and how these mod-
els may be checked. We introduce a model to specify the rules (rules model) and
demonstrate how the results of the checks can be displayed in the business process
models. These models and the rules are represented in a graphical editor. Both mod-
els are transformed into a formal language which may be processed by a verification
tool - a model checker in our case. The results are then visualized in the graphical
editor indicating where the model violates or keeps the rules.

1 Introduction

Workflows and processes are fundamental in computer-based systems. Real-time systems
as well as large scale business systems, for instance, focus on process execution. All
theses systems have in common that their dynamic behavior is the essential element. Even
a simple purchase system has to realize a selling process.

There exist different modeling concepts for the different types of systems, e.g. SDL or the
modeling language Z for time-critical systems or business process models for commercial
systems.

In the paper we focus on business process model types which are typical for commercial
systems: Event-Process Chains (EPCs) [Sch98] which are part of the modeling concept
ARIS (Architecture of integrated Information Systems). This modeling concept has first



being brought up to model large scale ERP systems like SAP R/4. Now EPCs are used to
model almost all kinds of commercial systems. Instead of deriving new (formal) models
from these for verification purposes, we propose to integrate the means which are neces-
sary for a verification into the existing modeling environment. The goal is to provide an
easy-to-understand checking solution for the domain engineer who is usually not a formal
methods expert.

As a real application on which we demonstrate our approach we chose the high-performance
e-commerce system Intershop Enfinity (Intershop Communications AG). This e-commerce
system is used in large scale systems of retailers (e.g. Otto GmbH & Co KG or Quelle
GmbH), in the automotive branch (e.g. Volkswagen AG, MAN AG, BMW AG) or in
e-procurement systems (e.g. run by the German Federal Ministry of the Interior or govern-
ments of other countries or large companies). Taking e-commerce systems as an example
domain has the advantage, that a large number of users are familiar with their basic func-
tionalities, and from a business view perspective e-commerce systems may be considered
as an extension of ERP systems with similar complexity.

The remainder of the introduction provides an overview over the typical steps and models
in the e-commerce requirements modeling. Section 2 outlines related work in the do-
main of requirements verification. Section 3 describes our Temporal Logics Visualization
Framework with its elements (in particular its visual temporal logic language and its visual
error representation) followed by a demonstrating example in section 4 and the conclusion.

Figure 1: Model Types in e-Commerce Systems (ARIS4Enfinity).

1.1 ARIS Modeling Approach for e-Commerce Systems

The ARIS approach supports in general a wide range of applications. Therefore, in this
paper the generic ARIS concept is limited to a specific instance which is more suitable for
e-commerce systems: ARIS4Enfinity.



Figure 1 depicts models in the ARIS4Enfinity modeling approach. In the development of
an Enfinity-based e-commerce system the requirements definition starts with a very ab-
stract overview of the basic scenarios for the functionalities of the system. The model type
used is mainly the value added chain which may capture rough temporal dependencies.
The value added chain models are used as an early description since they are easy to un-
derstand for the customers as well as the developers. However, due to the value added
chain models are kept simple and abstract there is usually little need for an automated
verification.

The EPCs are used to model the business process requirements in detail (c.f. model el-
ements description in section 1.2). The EPC models are ideal for the communication
between the domain experts (economists) and the computer scientists, since they are still
understood by both groups.

The EPC models serve as base for the design of the implementation. In the case of Inter-
shop Enfinity, executable workflow models (called Pipelines) represent the design and are
executed by the system’s application server.

If the domain experts want to check the business processes of an e-commerce system,
this is generally done on the level of EPC models. Therefore, business rules, regulations
and system specific requirements which have to be implemented by the system are to be
both, expressed and verified on this business process (EPC) level. If the EPC models do
not represent the requirements correctly then the resulting system will hardly meet the
needs. Therefore it is essential to verify the requirement description represented by the
EPC models.

1.2 EPC Model Elements

As mentioned above the EPC model is part of the modeling concept ARIS as well as
the specific profile for the development of Enfinity systems ARIS4Enfinity [Bre02]. The
basic elements of an EPC model are shown in figure 1 (in the middle): The control flow
is symbolized by a sequence of events (magenta/violet hexagons) and functions (green
rectangles with rounded edges) which are connected by arrows representing the control
flow. Branches in the control flow are defined by the Boolean logic operators: AND,
OR and XOR. In the figure an XOR is depicted (the circle with a cross in the middle).
AND requires that all paths of the branch are active. OR indicates that at least one path is
used. XOR allows that one and only one path is chosen. We ignore further elements like
organizational elements (depicted in figure 1 for Buyer or Seller).

2 Related Work

In our work we propose the integration of means to verify requirements directly into the
development and requirements models. This way, the gap between domain knowledge
and formal methods expertise may be reduced. All parts are on the same abstraction



level. Related work may be found in the field of requirements specification. A compar-
ison of requirements elicitation and specification/definition methodologies can be found
in [PO98],[EK04]. According to [EK04], the use of formal and automatic methods is
”the least ambiguous requirements representation allowing for automatic verification tech-
niques”. A push-button formal technique to verify the fulfillment of automata-based spec-
ifications is model checking [CGP01]. It uses (temporal) logics as specification language
and checks these (temporal) requirements against a model. As opposed to other formal
approaches (e.g. theorem provers) it is more restricted in what can be verified leading, on
the other hand, to the advantage of a developer-friendly extensive automatization.

The usage of model checking requires the input of formal specification formulas/rules and
finite state machine models. Therefore, any input needs to be transformed to such a formal
format. The core idea of our approach is similar to the idea of Model-Driven Software De-
velopment [VS06]. High-level platform independent models are successively transformed
to lower-level platform dependent models. While there exist other approaches to realize
such transformations from higher abstraction levels to formal models for the purpose of
verification [DP02], [SPJF02] we, in particular, propose to raise the abstraction level of
the rules and error representation in addition. The rules the requirements models have to
fulfill are expressed on the same (higher, visual) abstraction level as the business process
models. The path to raise the abstraction level of models, rules and error representation
may also be found in [CDH+00] and [HD01], for instance. However, in this work the
abstraction level is still on the programming language level while we aim at even higher
business process model levels. Beyond verification, the domain of model-driven testing
may be considered as related to our work (e.g. [BDG+07]).

Other interesting approaches to raise the abstraction level of the rules may be found in
mapping natural language to formal descriptions as well as in visualizing requirements
and rule models. For instance, [CDHR02] provides temporal logic patterns to ease the
mapping of natural language to temporal formulas. The visualization of requirements
is well known in hardware related development domains and gets increasing attention
in the software development as well. For instance, a visualization of requirements in
UML models may be found in [KGLC06, Kon06]. The components used are SPIDER
[KC05], Hydra [MC01] and Theseus [GCKK06a]. The main principle is to derive a UML
model from requirements which are specified in natural language. However, UML is not
generally accepted by business process engineers. Therefore, the usage of business process
models like EPC or BPMN [OMG06] and visual requirements specification for these is
needed.

Besides a user-friendly representation of the models together with their corresponding
verification tasks it is necessary to process such extended models. As opposed to our top-
down approach related work may be found in [Pul09], for instance. There, formal models
are extended in a bottom-up manner to increase the expressiveness of low-level formal
models and, thus, to decrease the gap between developer models and verification models.



3 Business Process Modeling

In our terms, modeling of requirements means the usage of a (temporal) logic to specify
requirements graphically. This visualization allows to formulate the requirements for pro-
cesses on the same level of abstraction as the models. Given specification properties which
are typically difficult to understand and available in a textual format, we have to deal with
the challenge to provide corresponding graphical models for them. We solve this task by
means of the Temporal Logics Visualization Framework (TLVF). Section 3.1 gives a short
overview of the Framework. More details of the TLVF may be found in [FF08].

Section 3.2 provides our approach of interpreting validation errors. Additionally, the de-
velopment of adaptation advices for some major types of specifications is explained. Fi-
nally, section 3.2 explains the visualization of validation errors and adaptation advice in
the original process model.

3.1 Temporal Logics Visualization Framework – TLVF

The purpose of TLVF is to deliver all required means for the visualization of temporal
logics in union with a process model or workflow. As shown in figure 2 the framework
is divided in three layers. The first aggregates the logics (the bottom layer). The second
defines the graphical symbols for each operator of a logic and the third layer provides the
process model, the graphical rules definition and the required transformation tasks.
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Figure 2: Temporal Logics Visualization Framework.

With these layers is it possible to state graphical rules of any logics (e. g. CTL and LTL)
in union with desired process models (e. g. EPC or BPM). Moreover, the transformation
of the process model and the graphical rules to an appropriate format for different model
checkers is provided.



A graphical logic is defined by its operator symbols and a so called placeholder. The
operator symbols are the corresponding graphical representation of the textual operators
(e. g. quantifiers and Boolean operators). For a rule definition with these symbols the
connection to a process model is needed. Therefore, the placeholder can be filled with an
appropriate process model element. The general definition of Graphical CTL (G-CTL) is
depicted in figure 3.

EXISTS FOR ALL

EX a

EG a

AX a

AG a

EF a AF a

E(aUb) A(aUb)

a

a

a

a

a

a

U baU ba

T

F

True

False

Boolean Operators

Figure 3: Symbols of G-CTL.

3.2 Validation of Business Process Models

The business process models (EPC models) are checked against specifications models (G-
CTL). If the checking result is positive then there is no need for any further activity. When
an error is detected we must display this error in a way the users can easily understand.
Although the checking technology we apply – model checking – is very powerful, in case
of an error a model checker simply presents a counter example [CGMZ95] (and in case
that more than one specification is checked the specification violated is presented as well).

The information that a specific rule is not satisfied determines the process paths which
need to be examined. One of these paths is the counter example a current model checker
can deliver. However, as mentioned above, a model checker typically only delivers one
counter example. Our approach uses this counter example to visualize it in the process
model, as described in the following subsections.

The visualization of violated rules in a process model can be achieved on different ways.
One would be the visualization of all witness scenarios in the terms of the original model.
This was done for UML models in [KGLC06]. A second way is the presentation of the
counter example in terms of the original model as in [GCKK06b] where it is achieved by
generating a sequence diagram of the problem scenario.

In contrast to [KGLC06] and [GCKK06b] our approach presents the results of the vali-
dation in the original process model. Additionally, it is possible to offer direct advices
for error correction in case of a validation error. This is achieved by an automatic inter-
pretation and visualization of the validation error. The following sections 3.2.1 and 3.2.2



explain how the interpretation and visualization of validation errors can be accomplished.

3.2.1 Interpretation of Validation Errors

The interpretation is based on the validation errors which in our case are delivered by a
model checker. In case of a validation error a model checker gives a counter example
which describes a state of error of the model.

To provide adaptation advices for process models in case of validation errors the inter-
pretation of the rule causing the error is needed. A complete interpretation of validation
errors would require to regard all possible specification rules. An approach we use is to
focus on often used specifications. [DAC98] has proposed so called specification patterns.
These patterns are derived from the analysis of property specifications 1. A full list of the
property specification may be found in [DAC09].

The three important specification patterns we identified for the validation of business
process models are: the Response, Universality and Absence pattern. The survey of
[DAC98] shows that 80% of the regarded specification properties are stated according to
these three patterns. For this reason, we have decided to describe our approach of visu-
alizing violations delivered by a model checker with these three types of patterns. The
patterns are defined by [DAC98] as follows (in falling occurrence):

• Response A state/event P must always be followed by a state/event Q within a scope.

• Universality A given state/event occurs throughout a scope.

• Absence A given state/event does not occur within a scope.

These types of rules can be expressed in CTL as follows:

1. Response AG(P --> AF (S) )

2. Universality AG(P)

3. Absence AG(NOT P)

In this paper we only use these simple CTL formulas for interpretation. In future, we will
extend our interpretations to more complex formulas as defined in [DAC98] and [DAC09].
The interpretation of this subset of rules can be done in terms of process models.

Now, the interpretation of this subset of rules is possible.

AG ( P --> AF (S) ) The process element S has to occur in a process step start-
ing with P.

1Furthermore, they have been tested in a survey with over 500 property specifications. The properties are col-
lected from a wide variety of application areas. Some areas which are important for this paper are communication
protocols, GUIs, control systems or distributed object systems.



AG (P) The process element P has to occur in every process step.

AG (NOT P) The occurrence of process element P is forbidden in every process step.

The advice is given in terms of the original process model. For example, if the rule
AG ( Authorization is required

--> AF (Approval request) --> AF (Approval decision evaluation) ) is not ful-
filled by a model the advice would be:

The event Authorization is required must be followed by the function Approval request must be
followed by the function Approval decision evaluation in every subsequent process path.

This advice is given in a textbox as shown in figure 8 for the example process of section 4.
This textbox is directly connected to the frame of the erroneous path. This enables the
process modeler to focus on the validation problem instead of browsing the whole process
models.
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Figure 4: Visualization of paths.

3.2.2 Visualization of Validation Errors

The main task of the visualization of validation errors is to highlight every erroneous path
in the original process model. In addition, if it is possible an advice for a highlighted erro-
neous path is given. An advice is possible if the regarded specification property matches
one of the three specification patterns (Response, Universality and Absence). Figure 4
presents the visualization approach 2 as whole. The transformation of a simplified EPC
process to a Kripke Structure is depicted on the left and middle of figure 4. Two possible
paths of the EPC are shown as shaded elements in the Kripke Structure.

2The notation of the EPC is the one used by our developed editor.



The visualization of the different paths in the editor is shown on the right of figure 4. The
frames of the process elements and arrows of a specific path are recolored in red. The
advices are given in text boxes when selecting a erroneous path. In addition, for a better
understanding of the states of the systems the process models are split by dashed lines.
With this it is easier to locate the process elements belonging to a state. Furthermore, this
supports the understanding and adjustment of the process model.

4 Example Process

Figure 5 depicts a typical, but rather small example of a (sub-) business process (named Or-
der finalization process) as defined in the analysis phase of a project. The model describes
the approval functionality in an e-procurement system modeled as EPC. This model is one
small sub-process out of a set of some tens to several hundreds of such sub-processes (the
number depends on the complexity of the system), which represent the complete business
process description.
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Figure 5: Example: Approval Procedure in the Order finalization process of an e-Procurement Sys-
tem.



When a tool – like TLVF (Temporal Logics Visualization Framework, c.f. section 3.1) – is
used each of these sub-models is developed in a screen page of its own. Other tools similar
to TLVF (but without integrated rule representation, though) realize the connections in-
between these sub-models as hyperlinks.

In the e-commerce system domain there exist business rules (as in most other domains)
to which the requirements models have to keep to. In most cases these rules are based on
experience or legal regulations. Some examples for such rules are:

1. An order is always to be completed by the payment and the order confirmation. This
seems to be simple. However, when a large number of sub-models are developed
there is a certain risk, that there might occasionally exist a path which bypasses the
payment. Maybe the payment procedure is bypassed for testing purposes.

2. If the condition that an Authorization is required exists then the next step is the
Approval Process.

3. If the condition that an Authorization is required exists then specific functions in the
sub-process Approval Process must exist.

The first example is a simple check if all paths contain the payment function. This problem
may also be detected by a manual check. However, an automated check may save time
and is less error-prone. Below in this paper we focus on the verification of the second and
third example since they point to some typical problems.
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Figure 6: Temporal Rule 3: Graphical G-CTL Representation.

4.1 Checking a Process

One problem is that the completeness of the requirements model has to be ensured. In
our example we want to verify that when Authorization is required the function Confirm
authorization (implicitly followed by an approval process) is executed next. This is a
typical business rule given in a requirements document.



The graphical version of this term as proposed in G-CTL is depicted in the figure 6. The
CTL formula is shown at the bottom of the figure.

In case the verification fails (i.e. that the Approval process does not follow directly the
event Authorization is required), it is obvious that the sub-process Approval process is
missing after the event. The verifier then may recommend to insert Approval process. This
recommendation is based on domain specific knowledge (or the rule itself, respectively).
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Figure 7: Checking Functions in the sub-process Approval process.

4.2 Checking Details in a Sub-Process

Another problem to represent and deal with rules is that only parts (as sub-processes) of
a large business process are usually visualized on one window by graphical tools. The
hyperlinks indicate that there is a connection to another part of the process which is not
shown in detail (hidden). With this technique the models may be nested and connections
to neighboring parts of the processes are indicated.

Figure 7 depicts the rule to be verified as well as the (sub-)process models (as hyperlink
and inflated).

This concept allows human users to keep the overview. However, for checking purposes
it is necessary also to be aware of the details. The automated checking concept proposed
in this paper supports the complete verification. The checker will check the complete
process regardless how the sub-processes are distributed on the different windows. Hence
the details of a hidden subprocess may also be considered and checked. We can check that
the function Approval request and later the function Approval decision evaluation are part
of Approval process which is initiated by the event Authorization is required.



4.3 Detection and Presentation of Errors

In case the G-CTL is fulfilled there is no need for extra information. The model visualiza-
tion will not be changed. When an error occurs, however, the model checking tool presents
a counter example. This counter example helps to identify the error.

Approval
decision
made

Approval
request

Order
finalization

process

Order
finalization

process

Error case:
Marking of elements

The event Authorization is required must be
followed by the function Approval request must be
followed by the function Approval decision evaluation
in every subsequent process path.

Figure 8: Error: Approval decision evaluation is missing.

The TLVF now interprets the counter example and displays the location in the path where
the error occurs. In many cases this error description is suitable to correct the error.

In our case (depicted in figure 8) the function Approval decision evaluation is missing in
the sequence. The text in the parallelogram describes the violated rule. The location of the
error is marked with red lines surrounding the shapes of the misplaced functions and events
as well as the control flow connecting these functions and events. This marking helps the
user to identify the error and its location. The markings are realized be interpretation of
the results of the model checking run.

5 Conclusion and Future Work

The Temporal Logics Visualization Framework (TLVF) enables a visual modeling and
validation of temporal requirements. For business process development (e.g. e-commerce
systems) it is essential to bridge the gap of the domain expert (and the domain rules like
business rules to be considered by the requirements models) and the low-level verification
viewpoint. Our work contributes in this task by providing a graphical logic language based



on CTL (G-CTL) as well as means to visualize validation errors. In particular, both parts
are integrated in the EPC modeling language which is frequently used for business process
modeling.

Besides the pure verification of the EPC business process requirements models of the
results of the checking are displayed graphically in the Temporal Logics Visualization
Framework (TLVF). Moreover, the checking system can not only mark the error, it may
also recommend solutions. Simple solutions result from the temporal logic applied. More
complex solutions, e.g. complete missing sequences depend on the application domain and
have to be stored in repositories. Both features improve the applicability of such analysis
concepts thereby helping to minimize the errors in the requirements documents.

Further work has to be carried out to support different viewpoints on the models. The do-
main expert should be able to select different abstraction levels and views on the business
process model to reason about requirements.

Another improvement may be to apply our CoV (Component Verifier) model checker
[Pul06] instead of the (currently used) model checker SMV. The CoV model checker is
a symbolic model checker prototype particularly aiming at reducing the gap between low-
level formal models and higher-level component-oriented software systems neglecting fur-
ther consideration of performance optimization.
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